“Trustworthiness is a holistic property, encompassing security
(conventionally including confidentiality, integrity, and availability),
correctness, reliability, privacy, safety, and survivability”’

Fred. B. Schneider
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SYSTEMS PERSPECTIVE
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in the real world!

ENERGY INDUSTRY @TecNA  [@Flargent

VESSEL MONITORING SYSTEM

SPEED

200 km/h
124 mph

Effective system or machine
Successful in producing a desired or intended result

Example: a datacenter, a system for more efficient processing of information Example: privacy by design, censorship-resistant, and user-centric systems

ANCL

Efficient system or machine
Achieving maximum productivity with minimum wasted effort or expense

AN Tl



BACKGROUND

Internet Peer to Peer Systems Cloud Blockchain Decentralised Systems

DATA CENTER

LOCATION OF SOME OF MY PEERS

USER-CENTRIC SYSTEMS

OPEN DATA & OPEN SCIENCE & CITIZEN SCIENCE PROJECTS
OPEN HUMANS

ow

2 )
\3/ M insufficient PA [T limited PA M sufficient PA [ unknown

USER-CENTRIC SYSTEMS

OPEN DATA & OPEN SCIENCE & CITIZEN SCIENCE PROJECTS

{2, OPEN HUMANS  oxrorp

&
GIGA)"
@ Project B CIEN{‘*\ E

chtaaccess Atticles  Submit v Alerts  About v EEsey

|

Project C

data access
+ data input

Project D Open Humans: A platform for participant-
g dataiaccess 8 centered research and personal data
exploration 3

Bastian Greshake Tzovaras &, Misha Angrist, Kevin Arvai, Mairi Dulaney,
Vero Estrada-Galifianes, Beau Gunderson, Tim Head, Dana Lewis,
Oded Nov, Orit Shaer ... Show more

Person A Person B Volume 8, Issue 6

nal virtual machine) rsonal virtual machiny
(personal virtual machine) (personal virtual machine) June 2019

Gigascience, Volume 8, Issue 6, June 2019, giz076,
https://doi.org/10.1093/gigascience/giz076

(
e ;\M = V::M‘?;J Article Contents Published: 26 June2019 Article history v

—= ] Abstract PDF R SplitView ¢ Cite A Permissions % Share v
Results Abstract
Discussion Background
Methods Many aspects of our lives are now digitized and connected to the

internet. As a result, individuals are now creating and collecting

a‘mazonu‘ S3

webservices’

S } m
QoL 100+ YEARS ARCHIVE?

DE GENEVE
Technologies
COLLECTING, EXPLORING, AND SHARING PERSONAL DATA*

MAIN CHALLENGES

\

-~

DATA SILOS

Data loss We review 438
personal wearable technologies:

OPEN HEALTH
ARCHIVE

PERSONAL HEALTH INFORMATION (®)

VISUALENCODINGS
FOR LARGE DATASETS

INTWO APPLICATION AREAS:
 HEALTHCARE

* SPORTINDUSTRY

@ “QG(\/
1-/Clolo

265 or 438 wearables do not exist
anymore.

Elctronic MediclRecords EMR)
B[ A eicroricHostnRecorss ko  rto)
3| @ rotentgenrsted estndota o)

@ Wearable devices / mHealth Apps (TechO+)

Interventional
Pationt PP
poralsimplontable | ome
Famity medical ' ical
caregivers dovices ™}
on®

Informal

Risk of statistical bias

geice®

Poers LIFELOGGING

Conduct research in association /. .- o
. . Remote e e
with an industry partner t0 gain foe momoms P e
wearables 3PP Radicloget” Qo0 tagsin ¢

access to big data repositories.

siotherapisy,
o5y

Alcohol e
Pollution " information systems
e-tatton CONSUMPtion et P Smart s
e-tattoo ECG toothbrush  50dy Cmperaryre
User consent vs user w oo Baby tracker
e-tattoo Smart Smartbed monitor  Mood N
control Sy PR PO S o tadker O TA
: hyd'am" wireless headsets  trackers o Smart scale
Htattoy recorder e

wton o e
o Nt 9
Smartpillow  igh monitor 1oKers St

phones,

Body analyser

Glucose
mONIOT  Smart watches

PITFALLS OF CENTRALISED STORAGE:
BUDGET FOR LONG-TERM STORAGE, DATA
SOVEREIGNTY, PRIVACY

Find out * V.Estrada-Galifianes, K.Wac "Collecting, exploring and sharing personal data: why, how

more  and where”
here  (journal manuscript under peer-review, 2019)
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MAIN OPPORTUNITIES
e Treatment assessment

e Improving relationship doctor-
patient

e New insights on diseases
(research)

® Policy making

e Self-awareness

e Personalised coaching

e Better decisions about health

e Smart cities

e Crisis response

® Crowdsourcing mHealth systems
e e-memory

e Teach a robot how to think or
feel as a human
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DECENTRALISED SYSTEMS

PAUL BARAN: CENTRALIZED, DECENTRALIZED AND DISTRIBUTED NETWORKS (1964)

50-million fold increase!
1956 2005
1inch 2000 bits
ANNY
/l \\
< Link
¥ Station
Centralized (A) Decentralized (B)

100 billion bits
(giga bits)

Distributed (C)
15

IBM 350 Disk Storage System
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CRYPTO AND INFORMATION THEORY

Share many concepts
and methods

e Measure of information
e Coding and decoding
methods

Alan Turing - Modern crypto Claude Shannon - Information theory
1912-1954 1916-2001

data integrity
may refer to
different things

Protect a message
against eavesdropper
who may manipulate

the messages

> PEER-TO-PEER SYSTEMS

WUALA: ONLINE STORAGE WITH THE POWER OF P2P

Protect a message
for transmission errors

Users can get more by sharing
local disk space

low node availability (p) - min. requirement 4 h per day

FILE AVAILABILITY?
REPLICAS: Use k copies ERASURE CODES: encode m fragments into n fragments
k N n i 1 n—i
1-(1-p) ; p'(1 =p)
i=m

1-(1-0.25)5=0.763
1-(1-025)24=0999  *3 nines availability”

Reed Solomon codes (optimal codes)
m=100,n =517
3 nines availability

24x storage overhead 5x storage overhead
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High Availability, Scalable Storage, Dynamic
Peer Networks: Pick Two
Blake, Rodriguez (2003)

® Hosts are distributed around the globe
® They are unreliable, low-available. ..
® High availability (99.9999% or 6 “nines”) is

very expensive

Using replication (~120 copies)

Replication

120 Coding ==

Using RS codes (~15 copies)
¢ Maintaining redundancy may require

too much bandwidth

Redundancy Factor For 6 Nines

q 0 5 10 15 20 25 30
11

Leave Timeout (hours)

@» PEER-TO-PEER SYSTEMS

WUALA: ONLINE STORAGE WITH THE POWER OF P2P

2008-2015
“Wauala discontinued the P2P storage and moved completely to cloud storage in
part motivated by software complexity and instability." *

more complicated to describe. It would be treacherously
easy for the casual reader to dismiss the entire concept

PAUL BARAN as impractically complicated--especially if he is unfa-
CENTRALIZED,
DECENTRALIZED AND
DISTRIBUTED can be performed in a time-shared digital apparatus. The
NETWORKS (1964)

miliar with the ease with which logical transformations

temptation to throw up one's hands and decide that it is
all "too complicated," or to say, "It will require a
mountain of equipment which we all know is unreliable,"

should be deferred until the fine print has been read.

* Pedro Garcfa Lépez, Alberto Montresor; and Anwitaman Datta. "Please, do not decentralize the Internet with (permissionless) blockchains!”
In Proc. of the 39th International Conference on Distributed Computing Systems, volume abs/1904.13093 of ICDCS'19,2019
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Tah¥etAFs PEER-TO-PEER SYSTEMS

TAHOE-LAFS GRIDS AND ALLMYDATA

[tahoe-dev] erasure coding makes files more fragile, not less* - Zooko Wilcox-O’Hearn

I've heard many stories of people losing their files from a Tahoe-LAFS
grid even though they had erasure coding parameters that provide
massive fault tolerance such as 3-0f-10 or 4-of-8. In fact, I think
approximately 90% of all files that have ever been stored on a
Tahoe-LAFS grid have died. (That's excluding all of the files of all
of the customers of allmydata.com, which went out of business.)

My conclusion: if you care about the longevity of your files, forget
about erasure coding and concentrate on monitoring. (Go ahead and use
3-0f-10 because everyone does, and it adds a reasonably low level of
storage overhead.)

CEO & Founder of ZCash, Zooko has more than 20 years of experience in open, decentralized systems,
cryptography and information security, and startups. He is recognized for his work on DigiCash,
Mojo Nation, ZRTP, "Zooko's Triangle", Tahoe-LAFS, BLAKE2, and SPHINCS.

n Reed Solomon codes (optimal codes)

n . .
i(1 = p)t—t m=3,n=10,p = 0.25
Z i p( P) 0.474 availability
1=
p=0.75

q * https:/tahoe-lafs.org/pipermail/tahoe-dev/20 | 2-March/007 | 85.html 0.999 avallablllty
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*Li, B, Feng,Y, & Li, B. (2012). Rise and fall of the peer-to-peer empire. Tsinghua science and technology, 17(1), I-16.
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Tah¥etAFs  PEER-TO-PEER SYSTEMS

TAHOE-LAFS GRIDS AND ALLMYDATA
[tahoe-dev] erasure coding makes files more fragile, not less* - Zooko Wilcox-O’Hearn

Paxos Made Live - An Engineering Perspective
(2006 Invited Talk)

Tushar Ghansr, Robert Gresemer, and Joshua Rodstone
wow
ooge

In closing we point out a challenge that we faced in testing our
system for which we have no systematic solution. By their very nature,
fault-tolerant systems try to mask problems. Thus they can mask bugs
or configuration problems while insidiously lowering their own
fault-tolerance. For example, we have observed the following scenario.
We once started a system with five replicas, but misspelled the name
of one of the replicas in the initial group. The system appeared to
run correctly as the four correctly configured replicas were able to i o
make progress. Further, the fifth replica continunously ran in
catch-up mode and therefore appeared to run correctly as well. However
in this configuration the system only tolerates one faulty replica
instead of the expected two. We now have processes in place to detect
this particular type of problem. We have no way of knowing if there
are other bugs/misconfigurations that are masked by fault-tolerance.

wow

ZOOKQ'S TAKE AWAY: the more powerful your fault-tolerance technology is, the more powerful
you need your monitoring technology to be

* https://tahoe-lafs.org/pipermail/tahoe-dev/2012-March/007 | 86.html
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MEANWHILE, IN SWITZERLAND

Previous worked used
“entanglement” to Prcked daka
against censorship but the
approach didnt worlk,

There should be a way ko mix

data in the svs(:em to increase

reli.abi.ti.kj...

"We show that entanglement as provided by
Dagster and Tangler is not by itself
sufficiently strong to deter a dishonest
storage provider from tampering with data,
because not enough documents get deleted
on average when destroying a block of a
typical document.” Towards a Theory of
Data Entanglement, Aspnes et al.
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CODING THEORY

in the real world!

RETHINKING REDUNDANCY

Serial and Parallel Combinations

virtual data block
[[] data block

virtual redundant block
redundant block

in: get(block id)

out: the requested block

'néé/.\—out in

Replication - RS(6,2)
: OO0 0O00 (=

out
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RETHINKING REDUNDANCY

REPLICATION (k) CODE

I - el - B |
\ 2

Pyl - I —E e
copy split(k) expand (m)

DEPENDABILITY:
AVAILABILITY, RELIABILITY, SAFETY, INTEGRITY AND MAINTAINABILITY

11010101 10111010

shared redundancy

S
RETHINKING REDUNDANCY

Serial and Parallel Combinations

virtual data block
[[] data block

virtual redundant block
redundant block

in: get(block id)

out: the requested block

‘n@out in

Replication - RS(6,2)
‘ : OO0 0O E[#

The Cost of Single Failures
6x

out



IHE STUDY OF ENTANGLEMENIT CODES

How to provide more protection with a practical and fair algorithm?

ALPHA ENTANGLEMENTS: SINGLE CHAIN (a=1)

How to run fair evaluations/comparisons?

N T | XORing blocks propagates redundant data
S . codes (p-HEC), SSS'13 ] A i —
ANUPANA Estrada, Felber L. Evaluation and comparisons of p-HEC,

CLUSTER’15

Estrada, Feloer

Open/Closed simple

@ entanglements, IPCCC’16 % Two-dimensional entangled data block (file)

Estrada, Péris, Felber X
square arrays, IPCCC’17
Péris, Estrada, Amer, Rincon

Stripe Block Location Avalable Repaired  Rggearch playground to

s

compare codes, -
L AvTrlxe == SYSTOR’17 Spigo‘[ codes,
- = s T fwe fabe Estrada [~ See/cite PhD Thesis B
while full paper version =
Practical erasure codes for storage systems: The Slicteady

study of entanglement codes, an approach that
propagates redundancy to increase reliability and

. PhD Thesis'17 Alpha entanglement
performance, esis’ ,
Estrada, Thesis Director Pascal Felber COdeS' AE((X,S,D), DSN’18

Estrada, Miller, Felber, Péris

Failure-repair dynamics, a new approach to compare

erasure/network codes

Estrad
strada ‘L

L Eliminating triple-failures in

two-dimensional arrays
Paéris, Estrada

ALPHA ENTANGLEMENTS: SINGLE CHAIN (a.=1)

ALPHA ENTANGLEMENTS: SINGLE CHAIN (a.=1)
XORing blocks propagates redundant data XORing blocks propagates redundant data

redundant block that
propagates information
data block (file)

data block (file) about ..

redundant block redundant block



ALPHA ENTANGLEMENTS: MULTIPLE CHAINS (a.>1)

XORing blocks propagates redundant data

« Each data block belongs to multiple in: get(block id)
i out: the requested block
redundant block that entanglement chains
, propagates information « All the chains are intertwined. ., d
data block (file) about i
.. * The encoder only needs to keep the last
l elements of all the chains. in

IEARETHINKING REDUNDANCY:ALPHA ENTANGLEMENTS
Redundancy Propagation Quasi-Sphere

] data block
redundant block

in - ) 4 / out
. A single chain di \ pi . @;%é

[ p vertical/diagonal chains

redundant block

N Pis e . $:6:6:0:9:

QA A A A OSSO
.;‘!e?e’g??,ﬁ‘.'s‘h?at'& «
<

Ve
N

o in serial combinations

! a-entanglement

» B Paths that are closer to the centre have less elements

NC ' . . . . . .
horzonta [ S oJchains] 95 X XXX X B Repair effort for a single block scales with the size of a
| failure
& top node ¢ central node & bottom node
EIRETHINKING REDUNDANCY:ALPHA ENTANGLEMENTS ALPHA ENTANGLEMENTS
Evaluations
106 bata Loss?
- x 105 data M X parity
1M data blocks i X : blocks blocks .
random placements.¢- 1 X € 100 drives
_ " IBEBEI ] RS(B82) | 104
Assumption: O RS(10,4) redundancy
minimum maintenance . o
\w e H o RS(5,5  Equivalen
A random failures t:mirrorigg o
impact 10%-50% storage locations b AE(S) 102
Equivalent
AR2:25) toqtriplication 3x 100 X
N
&
® RS412 100 ‘ ‘ ‘ ‘ .
High 10% 20% 30% 40% 50%

AE(3,2,5) redundancy 4x

DISASTER SIZE



DECENTRALISED STORAGE SYSTEMS

@Filecoin “; Maidsafe? @

STORJ.IO swarm

PROOF OF CONCEPT
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UNTRUSTED NODES

Alice (without knowing)
stores the blocks
in untrusted nodes
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UNTRUSTED NODES
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UNTRUSTED NODES

Alice (without knowing)
stores the blocks
in untrusted nodes
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Bob
can try other paths to
read Alice’s file




Discussing redundancy use
cases in Swarm

Swarm Orange Summit
Ethereum Madrid Hackaton
2019
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