
“Trustworthiness is a holistic property, encompassing security 
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Efficient system or machine
Achieving maximum productivity with minimum wasted effort or expense
Example: a datacenter, a system for more efficient processing of information

VEG©

Effective system or machine 
Successful in producing a desired or intended result

Example: privacy by design, censorship-resistant, and user-centric systems 
VEG©
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Peer to Peer Systems Blockchain
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Cloud
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OPEN DATA & OPEN SCIENCE & CITIZEN SCIENCE PROJECTS

USER-CENTRIC SYSTEMS 
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OPEN DATA & OPEN SCIENCE & CITIZEN SCIENCE PROJECTS

USER-CENTRIC SYSTEMS 
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VISUAL ENCODINGS 

FOR LARGE DATASETS 

IN TWO APPLICATION AREAS:  

• HEALTHCARE 

• SPORT INDUSTRY 

100+ YEARS ARCHIVE? 
COLLECTING, EXPLORING, AND SHARING PERSONAL DATA*

VEG©

MAIN CHALLENGES  
DATA SILOS  

Data loss We review 438 
personal wearable technologies: 
265 or 438 wearables do not exist 
anymore.  

Risk of statistical bias 
Conduct research in association 
with an industry partner to gain 
access to big data repositories. 

User consent v s user 
control
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Smart clothing

Electronic Medical Records (EMR)

Electronic Health Records (ClinRO / PerfO)

Patient-generated health data (PGHD)

Wearable devices / mHealth Apps  (TechO+)
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PITFALLS OF CENTRALISED STORAGE: 
BUDGET FOR LONG-TERM STORAGE, DATA 
SOVEREIGNTY, PRIVACY

* V. Estrada-Galiñanes, K. Wac "Collecting, exploring and sharing personal data: why, how 
and where”
(journal manuscript under peer-review, 2019)

Find out 
more 
here

MAIN OPPORTUNITIES

• Treatment assessment

• Improving relationship doctor-
patient

• New insights on diseases 
(research)

• Policy making

• Self-awareness

• Personalised coaching

• Better decisions about health

• Smart cities

• Crisis response

• Crowdsourcing mHealth systems

• e-memory

• Teach a robot how to think or 
feel as a human

OPEN HEALTH  
ARCHIVE
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* V. Estrada-Galiñanes, K. Wac "Collecting, exploring and sharing personal data: why, how 
and where”
(journal manuscript under peer-review, 2019)

Find out 
more 
here

OPEN HEALTH  
ARCHIVE

OHA diagram

Overview of OHA

…

DATA STORAGE: Local and distributed storage

IMAGES BLOB TIME- 
SERIES

DATA MANAGEMENT: Data subject (or parent) admins 

Succession  
policy

Data sharing  
decisions

DATA USE: OHA applies FAIRness principles

DATA ACCESS: Public data is available to society 
Pseudo- 

anonymous  
profiles

RICH DATA to create  
individual value
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(public funded  

research)

Open  
data
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100+ YEARS ARCHIVE? 
COLLECTING, EXPLORING, AND SHARING PERSONAL DATA*
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DECENTRALISED SYSTEMS 
PAUL BARAN: CENTRALIZED, DECENTRALIZED AND DISTRIBUTED NETWORKS (1964)

VEG©
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IBM 350 Disk Storage System 
3.75MB - 1956

STORAGE SYSTEMS 

1 inch

1956 2005

2000 bits 100 billion bits  
(giga bits)

50-million fold increase!



CRYPTO AND INFORMATION THEORY 
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Claude Shannon - Information theory 
1916-2001 

Alan Turing - Modern crypto 
1912-1954 

Protect a message  
for transmission errors 

Protect a message  
against eavesdropper 
who may manipulate  

the messages 

Share many concepts  
and methods 

• Measure of information 
• Coding and decoding 

methods

data integrity 
may refer to 

different things

High Availability, Scalable Storage, Dynamic 
Peer Networks: Pick Two 

Blake, Rodriguez (2003)

• Hosts are distributed around the globe 

• They are unreliable, low-available… 

• High availability (99.9999% or 6 “nines”) is 
very expensive 

Using replication (~120 copies) 

Using RS codes (~15 copies) 

• Maintaining redundancy may require 

too much bandwidth 

PEER-TO-PEER SYSTEMS 
WUALA: ONLINE STORAGE WITH THE POWER OF P2P 

VEG©
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1GB
free

Users can get more by sharing 
local disk space

FILE AVAILABILITY?

REPLICAS:  Use k copies

1-(1-0.25)5=0.763
1-(1-0.25)24=0.999    “3 nines availability”

ERASURE CODES: encode m fragments into n fragments
n

∑
i= m

(n
i )pi(1 − p)n−i1 − (1 − p)k

low node availability (p) - min. requirement 4 h per day

Reed Solomon codes (optimal codes)
m=100, n = 517
3 nines availability

24x storage overhead 5x storage overhead

PEER-TO-PEER SYSTEMS 
WUALA: ONLINE STORAGE WITH THE POWER OF P2P 

VEG©
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2008-2015 
“Wuala discontinued the P2P storage and moved completely to cloud storage in 

part motivated by software complexity and instability.” *

* Pedro García López, Alberto Montresor, and Anwitaman Datta. "Please, do not decentralize the Internet with (permissionless) blockchains!” 
In Proc. of the 39th International Conference on Distributed Computing Systems, volume abs/1904.13093 of ICDCS’19, 2019

PAUL BARAN: 
CENTRALIZED, 

DECENTRALIZED AND 
DISTRIBUTED 

NETWORKS (1964)



PEER-TO-PEER SYSTEMS 
TAHOE-LAFS GRIDS AND ALLMYDATA

VEG©
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[tahoe-dev] erasure coding makes files more fragile, not less* - Zooko Wilcox-O’Hearn

My conclusion: if you care about the longevity of your files, forget
about erasure coding and concentrate on monitoring. (Go ahead and use
3-of-10 because everyone does, and it adds a reasonably low level of
storage overhead.)

CEO & Founder of ZCash, Zooko has more than 20 years of experience in open, decentralized systems, 
cryptography and information security, and startups. He is recognized for his work on DigiCash, 
Mojo Nation, ZRTP, "Zooko's Triangle", Tahoe-LAFS, BLAKE2, and SPHINCS.

* https://tahoe-lafs.org/pipermail/tahoe-dev/2012-March/007185.html

n

∑
i= m

(n
i )pi(1 − p)n−i

Reed Solomon codes (optimal codes)
m=3, n = 10, p = 0.25
0.474 availability

p=0.75
0.999 availability

I've heard many stories of people losing their files from a Tahoe-LAFS
grid even though they had erasure coding parameters that provide
massive fault tolerance such as 3-of-10 or 4-of-8. In fact, I think
approximately 90% of all files that have ever been stored on a
Tahoe-LAFS grid have died. (That's excluding all of the files of all
of the customers of allmydata.com, which went out of business.)

PEER-TO-PEER SYSTEMS 
TAHOE-LAFS GRIDS AND ALLMYDATA

VEG©
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* https://tahoe-lafs.org/pipermail/tahoe-dev/2012-March/007186.html

[tahoe-dev] erasure coding makes files more fragile, not less* - Zooko Wilcox-O’Hearn

ZOOKO’S TAKE AWAY: the more powerful your fault-tolerance technology is, the more powerful 
you need your monitoring technology to be 

P2P Number of research papers on P2P*

* Li, B., Feng, Y., & Li, B. (2012). Rise and fall of the peer-to-peer empire. Tsinghua science and technology, 17(1), 1-16.
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MEANWHILE, IN SWITZERLAND

VEG©
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There should be a way to mix 
data in the system to increase 

reliability…

Previous worked used 
“entanglement” to protect data 

against censorship but the 
approach didn’t work.

Jedi master Jedi apprentice

“TRUSTWORTHY CLOUD STORAGE” SINERGIA PROJECT

"We show that entanglement as provided by 
Dagster and Tangler is not by itself 
sufficiently strong to deter a dishonest 
storage provider from tampering with data, 
because not enough documents get deleted 
on average when destroying a block of a 
typical document.” Towards a Theory of 
Data Entanglement, Aspnes et al.
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shared redundancy

   
WHY NOT?

RETHINKING REDUNDANCY 

RETHINKING REDUNDANCY 
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RETHINKING REDUNDANCY 
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✗ ✗

The Cost of Single Failures 
6x

Serial and Parallel Combinations



THE STUDY OF ENTANGLEMENT CODES
2012

Helical entanglements 
codes (p-HEC), SSS’13


Estrada, Felber Evaluation and comparisons of p-HEC, 
CLUSTER’15


Estrada, Felber
Open/Closed simple 

entanglements, IPCCC’16 
Estrada, Pâris, Felber Two-dimensional entangled 

square arrays, IPCCC’17 
Pâris, Estrada, Amer, Rincon

Spigot codes, 
See/cite PhD Thesis  

while full paper version  
is not ready 

Alpha entanglement 
codes, AE(⍺,s,p), DSN’18 

Estrada, Miller, Felber, Pâris

Research playground to 
compare codes, 

SYSTOR’17 
Estrada

Failure-repair dynamics, a new approach to compare 
erasure/network codes 

Estrada

all blocks in the system

step ti
t0

bucket

A B C D E F G H I J K L M N O P Q R S T
1
2
3
4
5

20%

Practical erasure codes for storage systems: The 
study of entanglement codes, an approach that 

propagates redundancy to increase reliability and 
performance, PhD Thesis’17 

Estrada, Thesis Director Pascal Felber

Eliminating triple-failures in 
two-dimensional arrays 

Pâris, Estrada

How to provide more protection with a practical and fair algorithm? How to run fair evaluations/comparisons?

ALPHA ENTANGLEMENTS: SINGLE CHAIN (⍺=1) 

data block (file) 

XORing blocks propagates redundant data

redundant block  

data block (file) 

ALPHA ENTANGLEMENTS: SINGLE CHAIN (⍺=1) 

XORing blocks propagates redundant data

data block (file) 

redundant block  

redundant block that 
propagates information 

about  

ALPHA ENTANGLEMENTS: SINGLE CHAIN (⍺=1) 

XORing blocks propagates redundant data



data block (file) 

redundant block  

redundant block that 
propagates information 

about  

ALPHA ENTANGLEMENTS: MULTIPLE CHAINS (⍺>1) 

• Each data block belongs to multiple 
entanglement chains 

• All the chains are intertwined. 
• The encoder only needs to keep the last 

elements of all the chains. 

XORing blocks propagates redundant data
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RETHINKING REDUNDANCY:ALPHA ENTANGLEMENTS 

Redundancy Propagation Quasi-Sphere 
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in: get(block id)
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*
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✗
✗

✗

Paths that are closer to the centre have less elements  
in serial combinations  
Repair effort for a single block scales with the size of a  
failure

RETHINKING REDUNDANCY:ALPHA ENTANGLEMENTS 

random placements

1M data blocks
…

10-1000 storage locations

random failures 
impact 10%-50% storage locations  

✗

✗
✗

Assumption:  
minimum maintenance 

ALPHA ENTANGLEMENTS 

Evaluations
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Low  
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Equivalent  
to mirroring 2x

Equivalent  
to triplication 3x

High  
redundancy 4x



DECENTRALISED STORAGE SYSTEMS 
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PROOF OF CONCEPT
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UNTRUSTED NODES 

VEG©
!39

Alice (without knowing) 
stores the blocks 

in untrusted nodes

UNTRUSTED NODES 

VEG©
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Alice (without knowing) 
stores the blocks 

in untrusted nodes

UNTRUSTED NODES 

Bob 
can try other paths to 

read Alice’s file



Discussing redundancy use 
cases in Swarm 

Swarm Orange Summit
Ethereum Madrid Hackaton

 2019

THANK  YOU

@GalinanesVero


